As privacy law reform legislation multiplies in Canada, each pursuing its own direction, around the world, privacy law reform is also splintering through varied legislative developments. Even with Europe’s assertive stance on uniformity with the adoption of the General Data Protection Regulation (GDPR) to replace national privacy laws with one European law, and the creation of the European Data Protection Board (EDPB) “to ensure the consistent application of this Regulation” (Article 70 GDPR), the domestic pull of local politics and culture is fraying consistency in application of the GDPR, and uniformity proves illusory. Canada’s constitutional federation has all the makings to lead us in the same direction. The challenge and the strategy is for governments to ensure interoperability of laws and for organizations to develop cohesive internal compliance mechanisms.
1. CANADA’S CONSTITUTIONAL PRIVACY LAW FRAMEWORK

Simply to set the stage, it is helpful to step back and situate the Canadian privacy regulatory framework in its constitutional context.

Constitutionalists will argue that Canada is the only truly federated state because of the degree of autonomy of each level of government, ensured by the clear division of revenue sources and legislative power. That is the context of the Canadian privacy regulatory framework. The federal Personal Information Protection and Electronic Documents Act (PIPEDA) was adopted under the federal government’s legislative competence over “Trade and Commerce” (Article 91(2) of the Constitution Act of 1867). Québec challenges the constitutionality of PIPEDA arguing that the protection of personal information in the private sector rests exclusively within provincial legislative competence over “Property and Civil right” (Article 92.13). Provincial privacy laws deemed “substantially similar” to PIPEDA apply within the sphere of provincial jurisdiction. Concretely, this means organizations need to comply with the following division of privacy law within Canada:

- Organizations that fall within the legislative authority of the federal government, such as airlines, banks or telcos, are entirely governed by PIPEDA in relation to both their customer data and their employee data (section 4(1), PIPEDA).
- Organizations that do not fall within the authority of the federal government but are pan-Canadian, such as national retailers, will be governed by both PIPEDA and provincial legislation:
  - Where the province has enacted its own private sector privacy legislation, being Alberta, with the Personal Information Protection Act (Alberta PIPA), British Columbia with its own Personal Information Protection Act (BC PIPA), and Québec with an Act respecting the protection of personal information in the private sector (Québec Act), the organization must comply with those laws in that province.
in relation to its customers’ as well as its employees’ information.

- In the other provinces and territories, the organization must comply with PIPEDA in relation to its customer information, but there is a legal void in relation to employee information; that being said, because privacy is a fundamental human right, PIPEDA has been recognized to have quasi-constitutional status, and employee information is expected to be protected in accordance with the principles enshrined in privacy law.

• Organizations that do not fall within the authority of the federal government and operate in one province or one territory only, where:
  - The province has not adopted private sector privacy law, are governed by PIPEDA for their customer data and, as above, through a legal void, by principles of privacy in relation to their employees;
  - The province has adopted private sector privacy law, are governed entirely by that law in relation to both its customer and employee information.

• Organizations in the health sector, such as pharmacies, are governed by provincial and territorial health information protection laws, except in British Columbia and Québec, where they are governed by the private sector privacy law and in Nunavut where they are governed by PIPEDA.

To ensure interoperability through this legislative quilt, two strategies are imperative: i) legislative consistency among privacy laws such that they are substantively similar, and ii) clear delineation of scope, such as section 3 of the BC PIPA excluding from its application the collection, use or disclosure of personal information, if “the federal Act applies to [it]”.

Both strategies appear at risk as Canadian privacy law reform plans evolve independently. Still, organizations can achieve harmonization in their privacy programs with their own strategies. We will come to that after having surveyed how main emerging trends in privacy law reform in Canada converge and diverge.

2. EMERGING DATA PROTECTION TRENDS AND REGULATIONS

Trends in Canadian privacy law reform appear from four legislative proposals, at various stages of adoption: i) Québec Bill 64, amending An Act respecting the protection of personal information in the private sector, passed on September 22, 2021, is set to come in force gradually in September 22, 2022, 2023 and 2024; ii) former Bill C-11, An Act to Implement the Digital Charter 2020, introduced on November 17, 2020, died on the Order Paper due to the election and will be re-introduced, similar or equal to the earlier version; iii) the Ontario White Paper on Modernizing Privacy in Ontario leads public consultation in view of adopting an Ontario private sector privacy law; iv) the Report of the British Columbia Legislative Assembly Special Committee to Review the Personal Information Protection Act was released on December 6, 2021.

These legislative proposals have much in common:

• Consent requirements are increased to ensure “meaningful consent”;
• Transparency requirements are also higher to ensure simple, clear and accessible privacy policies, inherent to ensuring meaningful consent;
• Explicit consent is required for the processing of sensitive data;
• Automatic decision-making systems (ADS), referring to the use of artificial intelligence, are subject to specific transparency requirements to counter both discrimination through algorithmic bias and violation of privacy through excessive collection;
• Privacy regulation now includes within its scope de-identified and anonymized information;
• Breach notification will be mandatory where there is a risk of significant harm;
• Additional individual rights are considered, such as the right to disposal or right to be forgotten and the right to portability; and
• Regulators will have enforcement powers with fines proportionate to the organization’s revenues.

The report of the British Columbia Special Committee stresses the need to maintain BC privacy legislation “substantially similar” to PIPEDA and to aim at adequacy with the GDPR.

But these legislative proposals differ on critical points:

• Québec’s Bill 64 subjects transfer of personal information outside Québec to a privacy impact assessment to ensure the jurisdiction of destination provides adequate protection; other proposed legislation only requires notification of the individual;
• Bill 64 makes privacy impact assessments (PIAs) mandatory in relation to certain operations increasing privacy risk; the only other reference to PIAs is raised as a question for consultation in the Ontario White Paper;
• Bill 64 creates access and challenge rights around ADS, beyond other legislation or proposals; and
• “De-identified” and “anonymized” information are defined and treated differently among the legislative proposals.

3. STRATEGIES FOR HARMONIZATION IN ORGANIZATIONS’ INTERNAL COMPLIANCE PROGRAMS

To implement cohesive and operational internal privacy compliance programs, organizations may pursue the following strategies:

• Elevating the privacy program to one, highest common denominator: that was Microsoft’s strategy upon the adoption of the California Consumer Privacy Act (CCPA). It announced that, throughout the United States, it would comply with the requirements of the CCPA.
• Following action from and between different Data Protection Authorities (DPAs). As DPAs proceed to joint enforcement action or release joint policy statements, as they often do, common positions emerge in the application of diverse privacy laws. They serve as guidance for organizational compliance in a diversified privacy regime.
• Approaching cross-border data transfers for the real privacy risks they raise. Hosting data in certain states, for political, economic and/or legal reasons, undermines the security of the data. Both privacy law, as a matter of accountability for safeguarding personal data, and consumers’ expectations impose due diligence in cross-border of data transfers. Adopting a PIA process to identify low to high risk cross-border transfers could both ensure compliance where required and serve to guide decisions on data storage on a long term basis, informing supplier risk management.
• Ensuring integrity of artificial intelligence processes or use of ADS is a matter of organizational risk management in general. No organization wants recruitment efforts skewed by algorithmic bias or to lose control over ADS for lack of algorithmic transparency. Discipline around ADS will assist organizations in providing a general account of its use to meet their transparency obligations and will ensure integrity of ADS, both in relation to the organization’s corporate objectives and to its obligations under privacy law on the use of ADS.
• Achieving convergence in a global privacy data program is an organization’s best strategy to bring certainty, clarity and effectiveness to its internal compliance mechanisms. Global corporate privacy and security policies, supported by intra-group agreements, offer a robust governance structure to ensure compliance with diverse privacy regimes. Without the formality of Binding Corporate Rules, global policies implemented through an intra-group agreement provide convergence of privacy rules for the organization and an internal accountability mechanism to ensure their implementation.

These strategies have already proven successful for many organizations. Still, they do not relieve governments of their duty to ensure a cohesive privacy regulatory framework.
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**• PRIVACY, PLEASE: FIRM THAT BREACHED INSTAGRAM’S PRIVACY POLICIES LOSES CLASS ACTION RULING •**

Joan M. Young, Partner, Mala Milanese, Associate, McMillan LLP
© McMillan LLP, Vancouver

In April of 2018, Instagram made changes such that it would not be possible to access or collect all public posts from specific locations or collect and retain users’ Instagram stories through those tools. After these changes were made, the defendant Hyp3R carried out “scraping” of personal information from users’ profiles on Instagram up until about August 2019, at which time Instagram announced that Hyp3R’s actions were in violation of its policies and that it was removing the company from its platform.

The plaintiff sought to hold Hyp3R accountable for this conduct to Instagram users in Canada (other than Quebec). It was alleged that Hyp3R’s actions constituted a breach of the privacy statutes of four provinces as well as the tort of intrusion upon seclusion (in the remaining provinces and territories).

**THE DECISION**

The Court noted that the plaintiff had served Hyp3R with the notice of civil claim, but that Hyp3R had failed to respond, resulting in the plaintiff obtaining a default judgment for damages to be assessed. After reviewing applicable case law, the Court concluded...
that it was appropriate to proceed with certification and determination of the issues notwithstanding the defendant’s default. The Court went on the address the following matters:

Certification

The plaintiff argued that all of the certification requirements for a class action were met. The Court accepted this argument for the reasons set out below.

i. The Pleadings Disclosed a Cause of Action

Statutory torts for breach of privacy are set out in provisions of the privacy statutes in B.C., Saskatchewan, Manitoba, and Newfoundland and Labrador. The privacy statutes of these provinces contain a significant amount of parallel language.

In each of these provinces, it is a tort to violate a person’s privacy wilfully and without claim of right; “proof of damages” is not a required element of the tort. Privacy may be violated by eavesdropping or surveillance.

It is also a tort to use, without authorization, the name or likeness of a person for purposes of advertising or promoting the sale of, or any other trading in, any property or services.

The plaintiff claimed that Hyp3R breached both of these torts in B.C., Saskatchewan, Manitoba, and Newfoundland and Labrador when it collected personal information without consent from the plaintiff and class members in each of these provinces and sold that information to third parties.

The remaining common law jurisdictions in Canada (i.e., Ontario, Alberta, New Brunswick, Nova Scotia, Prince Edward Island, Yukon, the Northwest Territories, and Nunavut) do not have statutes comparable to the privacy statutes described above. However, the common law tort of intrusion upon seclusion is available in these jurisdictions. The plaintiff alleged that, through its unauthorized collection, retention, and use of class members’ personal information, Hyp3R committed the tort of instruction upon seclusion against class members in these jurisdictions.

The Court found that the plaintiff had pleaded claims that demonstrated causes of action on behalf of class members both in the four provinces with privacy statutes and in the remaining common law jurisdictions.

ii. There was an Identifiable Class of Two or More Persons

The plaintiff sought an order defining the class as all persons in Canada (excluding Quebec) who were Instagram users with profile settings set to public at any time between April 4, 2018 and the date of certification of the action at issue. The Court concluded that the class as so defined had objective criteria and appeared to be clear.

iii. The Claims of the Class Members Raised Common Issues

The Court found that the common issues as proposed met the requirements for certification.

iv. A Class Proceeding was the Preferable Procedure for the Fair and Efficient Resolution of the Common Issues

The plaintiff argued that Hyp3R’s misconduct was uniform against people using its services, and that aggregating claims against Hyp3R under the Class Proceedings Act was beneficial to class members and to the Court. The Court agreed with these submissions and concluded that a class proceeding was the preferable procedure for resolution of the common issues.

v. There was an Appropriate Representative Plaintiff

The plaintiff, Catherine Severs, was a class member, and an Instagram user with her privacy settings set to public at the relevant times. The Court was satisfied that Ms. Severs was an appropriate
representative of the class and met the requirements for certification.

**JUDGMENT ON THE COMMON ISSUES AND ASSESSMENT OF DAMAGES**

As these were default proceedings, the plaintiff was entitled to proceed on the basis that the allegations set out in the notice of civil claim were true. Based on the deemed admission of the allegations of fact in the notice of civil claim, along with affidavit evidence filed by the plaintiff, the Court was satisfied that there had been a violation by Hyp3R of the privacy of class members in each of the four provinces with privacy statutes, through the intentional and unauthorized collection of information (which the Court characterized as surveillance) and use of names and photographs of class members for commercial purposes. With respect to the tort of intrusion upon seclusion, the Court similarly concluded based on the evidence and the deemed admissions that the conduct of Hyp3R was intentional, that it involved the invasion of class members’ privacy without lawful justification, that a reasonable person would regard that invasion as highly offensive, and that a reasonable person would be caused distress, humiliation or anguish.

The Court determined that each class member should be entitled to $10 in damages. The award applies only to Instagram users who had their accounts on a public rather than a private setting at the relevant times, which includes more than 2.4 million users.

**TAKEAWAYS**

The decision in *Severs v. Hyp3R* appears at odds with the more recent decision of the court in the *Chow v. Facebook, Inc.* class proceedings. The B.C. Supreme Court in this case has clearly stated that the intentional and unauthorized collection and commercial use of personal data from public social media profiles constitutes a breach of the *Privacy Act* (in British Columbia, Saskatchewan, Manitoba, and Newfoundland and Labrador) as well as the tort of intrusion upon seclusion (in the remaining Canadian common law jurisdictions). In contrast, the court’s decision in the recent *Facebook* case suggested that these kinds of claims were too individualized and not suitable for class proceedings.

Ultimately, the result in this case is probably more a function of the claim not being defended on its merits and the result of the default judgment, more than anything. Going forward it will prove interesting to see whether this case or the *Facebook* decision is the leading law in B.C. on these types of claims.
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On January 27, 2022, the Supreme Court of British Columbia dismissed an application for class certification in Chow v. Facebook, Inc., a putative privacy class action. Justice Skolrood held that there was no evidence that Facebook had misused the plaintiffs’ information for its own benefit. In addition to this “fatal flaw,” Justice Skolrood also found that the plaintiffs failed to satisfy the common issues criterion and that a class proceeding would not be the preferable procedure. This decision underscores the importance of the court’s “robust gatekeeping function to weed out claims of dubious merit early at the certification stage.”

BACKGROUND

The plaintiffs alleged that, without adequate consent, Facebook extracted call and text data from users of its applications on Android smartphones. The plaintiffs’ claim involved two different theories of liability: (i) a “front end” allegation that Facebook accessed call and text data based on prompts which were allegedly inadequate to constitute consent; and (ii) a “back end” allegation that Facebook surreptitiously “scraped” call and text data without seeking consent.

JUSTICE SKOLROOD’S REASONS

As a preliminary matter, Justice Skolrood reviewed the evidence and found that there was no evidence to support the plaintiffs’ central allegation that Facebook used, or misused, the plaintiffs’ information for its own benefit. Instead, he noted that the documents relied on by the plaintiffs lent weight to Facebook’s submission that, “rather than being a genuine expression of grievance or loss that warrants invoking the complex, time consuming and expensive mechanisms of a class proceeding”, the plaintiffs’ claim was largely “downloaded from the internet”.

Justice Skolrood compared this case to Simpson v. Facebook, in which Justice Belobaba denied certification on the basis that there was no evidence of the plaintiffs’ core allegation that Canadian users’ data was shared with Cambridge Analytica. Justice Skolrood reiterated Justice Belobaba’s statement that the onus is on the plaintiffs to adduce some basis in fact for their core allegation. Citing Simpson and Kish v. Facebook (in which the Court of Queen’s Bench for Saskatchewan denied certification of another proposed privacy class action), Justice Skolrood emphasized the need for “robust gatekeeping” to weed out dubious claims early at the certification stage.

In addition to the absence of evidence — which Justice Skolrood described as a “fatal flaw” — Justice Skolrood considered three of the statutory certification criteria and held:

- **cause of action**: Taking the allegations as true, the plaintiffs adequately pleaded a breach of section 1
of the B.C. Privacy Act. However, several of the claims, including the unjust enrichment, unlawful means tort and other statutory claims, were not sufficiently pleaded.

- **common issues**: The plaintiffs had not satisfied the common issues criterion because, among other reasons, the alleged breaches of the B.C. Privacy Act could not be determined on a class-wide basis. Rather, those claims would require consideration of the individual circumstances of the person claiming a breach.

- **preferable procedure**: A class proceeding was not the preferable procedure because there was no evidence to indicate any actual loss or harm to the plaintiffs or to proposed class members. Accordingly, certifying this proposed class action and deploying “considerable judicial resources” would be the “antitheses of judicial economy and would not provide meaningful access to justice.”

**KEY TAKEAWAY**

This case is yet another helpful reminder that certification remains a meaningful screening device and that claims with no chance of success should not be permitted to pass through the certification stage.

Osler represented Facebook, Inc. in this action with a team led by Mark Gelowitz, Tristram Mallett, Robert Carson and Lauren Harper. Osler also represented Facebook, Inc. in the Simpson and Kish actions described above.

[Mark Gelowitz is a key contact for Osler’s Corporate and Securities Litigation Group. Mark has a business-focused civil and securities litigation, appellate and international commercial arbitration practice. His practice covers a wide variety of issues in corporate and commercial law, including mergers and acquisitions litigation, director and officer liability, corporate governance, shareholder disputes, oppression, privacy, libel and slander, real estate lease disputes, mining litigation and class actions.

Tristam Mallett’s practice focuses on corporate litigation, class action defence and securities enforcement. He frequently advises clients on contested merger transactions; take-over bid litigation; shareholder dissent and appraisal litigation and shareholder derivative claims; securities misrepresentation, fraud and insider trading matters; prosecutions undertaken by regulatory authorities and industry organizations; and related internal investigations.

Robert Carson has a broad litigation practice with particular emphasis on corporate and securities litigation and class action defence. Robert has experience defending securities, consumer, competition and product liability class actions. His practice also includes mergers and acquisitions litigation, director and officer liability, shareholder disputes, valuation proceedings, oppression claims, Ontario Securities Commission proceedings, and insolvency and restructuring matters.

Lauren Harper is an associate in Osler’s Litigation Group. She maintains a general civil and commercial litigation practice. Lauren obtained her J.D. at the University of Toronto. Prior to law school, she received her Bachelor of Science (Honours) in Life Sciences with a minor in Psychology from Queen’s University.]
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On February 28, Ontario issued Bill 88, the Working for Workers Act, 2022, a first of its kind workplace electronic monitoring legislation requiring Ontario employers to give notice of “electronic monitoring.”

THE NEW REQUIREMENTS


The ESA will require all employers with 25 or more employees to create and publish an electronic monitoring policy within six months after Bill 88 receives Royal Assent. The proposed policy must identify whether an employer electronically monitors employees and, if so, it must provide:

- a description of how and in what circumstances the employer may electronically monitor employees, and
- the purposes for which information obtained through electronic monitoring may be used by the employer.

The policy must be dated, track amendment dates and must include other information that may be required by regulation. Employers must provide copies to new and current employees as well as employees assigned by temporary help agencies.

Bill 88 does not define “electronic monitoring,” and likely applies to technologies deployed on corporate networks, personal devices governed by “bring your own device” policies, as well as any work tools with embedded sensors (e.g., telematics and similar technologies).

The requirement to disclose the “circumstances” in which monitoring is employed suggests that the disclosure requirement applies to monitoring that occurs on a periodic or non-routine basis, i.e., as part of an investigation or audit.

COMMENTARY

If passed without amendment, the proposed legislation will impose a modest requirement on employers. Employers should consider the following six points.

1. **No limitation.** Bill 88 does not impose a limit on electronic monitoring, which is permissible in Ontario absent an express contractual or collective agreement restriction. Such monitoring restrictions are rare in most sectors. Note that unionized employers continue to face the possibility of grievances alleging that monitoring constitutes a privacy violation under their collective agreements, though most unionized employers are already transparent about their use of monitoring technologies.

2. **List network security tools.** Bill 88 does not distinguish between monitoring via software installed on “endpoints” (workstations and handhelds) and other network devices, and most employers now compile and use a wide range of data for network security purposes. Employers should list applications regardless of where they are installed on the network.

3. **Pick the right level of disclosure.** Organizations typically keep security controls confidential to protect against adversary behavior called “threat shifting” - the shifting of tactics to circumvent existing, known controls. The disclosure that Bill 88 requires is unlikely to create a security risk;
however, employers should be aware of the risk and not take the Bill as an invitation to disclose too much. We see no reason, for example, to identify software make to comply. A simple table that sets out the information should suffice (see example at bottom of page).

4. **Anticipate questions.** Although a monitoring policy does not need to be too detailed, employers should anticipate employee questions and prepare to be transparent. For example, employees may ask if an application is hosted on premise or in the cloud, and where cloud data is stored.

5. **Update your asset map.** Every employer ought to employ “information technology asset management”, a process for governing their network hardware and software. Organizations with strong asset management practices will have little difficulty identifying how employees are “monitored”. For employers with less than strong asset management practices, Bill 88 is an invitation to improvement and the rooting out of unmanaged applications.

6. **Update your acceptable use policy.** Given the new electronic monitoring policy may need to be produced to prove compliance, it is best written as a stand-alone policy and an adjunct to any existing “acceptable use policy”, a policy that sets enforceable rules for employee use of a network. It is a suitable time, however, to update acceptable use policies. Employers should consider moving the privacy provision from their acceptable use policies to their new electronic monitoring policies such that their new policies become the single document that establishes employees’ expectation of privacy. Since the Supreme Court of Canada decision that recognized a limited employee expectation of privacy (in *R v. Cole*), we recommend that employers stipulate all purposes for which they may require access to network data, including information in user accounts – e.g., to maintain the network, to investigate misconduct and to support the continuity of work.

Bill 88 imposes new requirements, but also creates an opportunity to revisit and improve several key aspects of network security and information governance.

[Daniel J. Michaluk is a well-recognized cybersecurity, privacy and information management lawyer, with significant experience working with education and public sector organizations in Canada. Dan helps organizations respond optimally to security and cyber incidents; defend security and privacy complaints, claims and grievances; handle complex freedom of information matters and appeals; and

<table>
<thead>
<tr>
<th>Tool</th>
<th>Circumstances</th>
<th>How</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endpoint detection and response</td>
<td>Continuous</td>
<td>“EDR” monitors the use of workstations (programs run, files read and written, etc.) and compares it against a baseline to detect abnormalities and potential unauthorized use.</td>
<td>Network security</td>
</tr>
<tr>
<td>Vehicle telematics</td>
<td>All fleet vehicles during on shift use</td>
<td>On board sensors detect and report on vehicle location, driver behavior (hard braking, rapid acceleration, etc.) and engine diagnostics. For more information see our Vehicle Telematics Policy.</td>
<td>Fleet management and driver safety and security</td>
</tr>
</tbody>
</table>
address security and other operational issues while minimizing privacy risks.
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